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In the past decade, an increased acceptance of the idterrelatd

notions of behavioyal objectives, individhalikzed instruction' and mastery'

learping has given cise to new kinds of educational test. One of these

new kinds of tests has as its purpose the 'efficient separation of the

sample of examinees into two groups, often labeled "Nonmastery"'and

"Mastery." When there Arp only two courses of action available to an

examinee.after this kind of test is taken, (i.e:, stay in that instruc-

tional module,or go on to studying the next behavioral objective) these

two "scores" are the only two that need be reported. There is no purpose

s^rved in'further subdivision of the te;t scores; the dichotomy is nec-

essary and sufficient. Such a test, composed of several items drawn

from a well-defined un diverse, measuring a single, narrow behavioral

objective, and resulting in a dichotomous classification with reference

to a predetermined criterion level, is called a criterion-referenced test

(CRT) in this paper.*

The differences between a CRT and the more familiar norm- referenced

test (NRT) have implications for psychometric theory. One of theseis the

fact that the variance of the scores obtained using a CRT need not be

large. Also among these are, the notions that lf true score is Considered

dichotomous, then miscla'ssification is the primary kind of measurement

error associated with a gRI,end certaihlother axioms On which.traditional '

reliability is based are.not satisfied.. In. sum, the purpose; desired score,

distributions, construction, outcomes, and mathematical underpinnings of

It is recognized that thete are a number of writers who, with varying
degrees of vehemence, would disagree with this definitionof a CRT.
"CRT" is merely used as a label for th'e"kind of test described above.

3
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reliability for CRTs are not necessarily the same as fbriR/s/ More-

over, the meanings of reliab219y are, or'Should_ibe, different.
0 41

Whereas an NRT is.reliable insofar as an examiner receives the same
t

score on two pdrallel bets of data, aoCRT should be reliable insofar as

the examinee recsIvekthe same.dichotoious categorization from the two

data a ts. But if classical reliabili)ty estimates inappropriate for

CRTs, what should take their place?

,,

*4. A. number of authoTs (Berger, 1973; Carver, 1970; Goodman & Kruskal,
.

. / .

1954; Hambleton & Novick, 1973) have suggested using a .rather simple

dual-administration (test-retest or paraidlel forms) coefficient lor

CRT reliability. This index isfrequently called the coefficient of agre

meat*, and is the pr oportion of examinees classified similarly on the tuo

fr ..

test administrqions. If + and - stand for the t1wo classifications into
I,

. N
,

.

4
which the examinees are dichotchnized and the following four-fold contingdacy,

\
.

table represents the results from the two test adminidtratibns:
0

".then the coefficiefit of agreement (here labeled P or simplicity) is /
A

(1) P
A +

But this coefficent is for two test administrations, requiring either a

retest or parallel forms. Can this same framewoh (proportion of

1

;,
, *

.

Cohen's kappa (Cohen, 1960).has also been called the "coefficient of
ag5edment" (Swaminatfian et al., 1974). 'The indices are related, but .

they are, not the sam4
. J \

0. Jx - 4



consistent classifications) yield a CRT analogue to the familiar-
.

single administration index of internal consistency? A coefficient of

agreement calculated from splitting the test into halves would be sub-

ject to the sate criticism as were split-half methods with classical
.

reliability coefficients a fev; decades ago i.e., the test split chosen

might yield unrepresentative results. Fi wever, a lead is suggested by

the'fact that the classical internal consistencey index was shown

(Cronbach, 1951) to be equal to the 'mean of all possible split-half

reliability coefficients. To make an analogy with Cronbach)s alpha,

then, it. would seem-fruitful to considet'air index equal to tae mean of
a

all possible' split-half coefficients of agreement. To extend the analOgy

further, this index. is labeled coefficient beta (3).

ti

The coefficient"

There are
In /2/

i= "V possible test splits for an n-item test (where n
i, .. .

is e'kn) it each half is cdhsidered to be labeled (i.e., for a two -item

test the split 1 / 2 is different from 2 / 1 ). -)If.0 is the mean of'all-

ptossible split-half coefficients of agreement, then from (1),

41

± E
0 .1"s=i s

1 E
A
s
+ 1

Is
=

s=1 N

whiCh can be rewritten

E (A + D )
(2) 0= s11 s s
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Thus a is also ehe average (over persons) proportion (over test splits)

of consistent classifications (+, + or -).

It is shown in the appendix of this paper that for any person, the,

proportion of test splits which yield consistent classifications is a

function of that person's total score, for a given number of items and

criterion level. For instance',for a 20-iteM test and a criterion level

ofi807., a person with a score of 7 or lower will be classified consistently

(nonmastery/nonmastery) on all test splits, sidce a score of at least 8

is needed to achieve mastery on a half-test. Likewise, a person with a

score of 18, or more will be cla.lsified similarly (mastery/mastery) for all

test splits. Persons with scores of from 8 to 17, however, are classified

consistently for some test splits and not for others--for example, a person

with a score of 12 will be classified similarly if the test split yields

hale:teRE scores of, say, 5 and 7, but not for splits which yield, say,

9 and 3.
O

The compUting formula fck. coefficient a is

2k-2

(3) 0 fx fxOx(X-[k -1], k-l)
Xk'

n-+k-1
1. ,- n

+ 2. C - 0 (k, -X-k) + ..X f

X..2k x x Xig i +k x

where N the number of persons,

X - a person's total score,

f
x
...t1 the frequency of score X in the distribution of total scores,

9

k r. the minimum of items on either half-test that must be

answered correctly to achieve a "mastery" classification on

that half-test,
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n sigtle number of items, and

P I

b P1 (n)
Ox(a,b) V I / k) /27i i .

3

.i2'a ( n \ '

n/2

i.e. the 'proportion of splits which yield a half-test score .of fiom

a to b inclusive, given a total score.of X. The derivation of this

formula may be found in the appendix.

Some examples

A formula of this complexity is more suited, to A computer than to

hand calculation, but some examples may clarity mattiers. To keep compu-:

tations relat4vely simple, the following cases are'for 8 items, 10

examinees, and criterion level of 75%, yielding a cut-off score of 6

(and hence k s 3).

0

Example 1. Consider the total score vector X (1,3,4,5,5,6,6,6,7,8).

Note that this score distribution is unimodal, with most scores neat the

cut-off, and that half the examinees are classified "mastery" and half

"nonmastery." This is not the kind of score distribution one would normally

hope for on a CRT. Then

(fo + fl + f2) + (f3(I)3(1,2) + f44)4(2,2) )

+ (f
6
0
6
(3 3) + (f

7
+ f

8
)

ajd {(OH-1+0)%+ ) (i8e--1)
(2,) (8-24)

4
j'31 (.84)

+ 1 /

(84)

(6) (8-6)

/ + (1 + 1)

(84)

7
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5 3 5
ji) (3) (2)12)

4 4

(2) (2)
6

(1) +

6

\ (4)'ti
(:)

.(3)

(4)

1
1 + + 3-3.10 3.10 6.6 20.2

[ +
10 70

+-
70 70 70

1
= I 1 + .429 + .429 + .514 + 3(.571) + 2

10

1
= [6.085]

10

= .61, appr,oximately.

-J6

4

Example 2. X = (3,1,1,2,3,6,7,7,8,8). This score distribution is
1

bimodal, with aggap separating the scores of the half labeled "masters"

from the half,labeled "nonmasters." This more closely represents the kind

of score distribution one would look for when administeting a test designed

to separate the examinees into two groups. Here,

- Tok (fo + fl + f2) + (f3.03(1,2)) +(f6.06(3:3)) + (f7 + f8)

(note that f
4 5

= Us.= CO

2

1 [ (1 + 2 + 1) + (1 ki)(4'.5M+ (D(DjEl10
+ (2 + 2)]

.- 1 3.10 3.10
70

20'2

70
+ 4

10 70
I

1
= [ 4 + .429.+ .429 +.571 + 4]

10 .

1
[9.429]

10

.9.44 approximately.

(:)
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Example 3. Lest one be,tempted to attribute the difference in

values of,43 to the fact that the variance of the second score dist.ti-
-)

bution is about two and a half times as large as that of the first

4

example, it,should be pointed out that the magnitude of 8 does not rely

on score variance. Thus, for X = whdre all ex-
.

aminees are classified "masters" and where the score variance is only

about a sixth as large as that of the first .example, 8 = .91.

4

Adjustment .for odd number of items

Thus far it has been assumed that the test has 'an even number of

items. If n is odd, a test split is defined as resulting when one item

is deleted and the remaining n-1 (even) items are divided into two sets,

-
each containing

n

2

1
items. The procedure f9r computing 0 is identical

for even and odd n, except that in the ratter case we first perform an

additional step, for reasons explained in the appendix, replacing f by

(n - x)f + (x + 1)f
x x+1 (-

for X =,0,1,...,n-1 and then tieing n-i in place
n

of n in the computations'of k and 4) (a,b).

.

Properties of Coefficient

1. Coefficient 8 is additive; it is the mean of its component parts

Thus each person's score makes a contribution to the value of 8. More-
,

over, it is apparent from Equations(3) and from the analysis given in

1

a

the appendiX"thAt as a score approaches, the point 21(-4 (w thek is the half-

,

cut-off score, as defined for equation (3)), it contributes success-

ively less to the value of 8; a score of 2k-1 contributes zero.. If C

represents the (integra4.cut-off score, 2k-1 is either C or (as in thisex-

ample) C-1. (See Marshall (in press) for a more thorough disdussion.)

What this means is that ag scoresdepart from the cut -off, the value of 8

9
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. .

increases, a factithat is consonant with the notion that a measures,

consistency of dichotomous classification.

2. Coefficient if is variance-free in the respect deemed most important

by critics of a variance-dependent CRT reliability coefficient: a can

take,on its full rapge°of. 1].even though the total score variance

is zero, depending on the relative locations of the cut-off score and the

(single-membered) set of test scores. It is, however, variace- dependent

s

in' other respects. As the variance approaches its maximum, coefficient.

beta approaches 1, which is reassuring glace maximum variance obtains

only when scores on an n-item test are equal* divided 'between 0 and n,

which scores indicate the clearest possible separation into masters and

nonmasters. Furthermore, if a is zero, then variance is zero. These-

, facts can be easily summarized: if variance is high, a is high; if

variance is lbw, there is no restriction. (within its range) on a.

3. For a given test type and criterion level, the value of ,f3 is not

affected by the number of examinees.

4. a given test type and criterion level, the value of a is, however,

affected by the number of items: a, increases as the number of items

increases. A study using simulated,data (Marshall, in'p'ress) indicates

that although shapalof score distribution also has some effect, one can

prophesize reasonably well the value of B for a test twice as long via
A

8(3 8)the formula a
2'

n n This formula, arrived at from purely
2(1 + 0

n
)

empirical grounds, is the arithmetic mean of the values obtained from

the Spearman-Brown prophecy formula f(a) =4 and the prediction. f83),' a.

iu



, 5. The value of coefficient $ is (usually) different for different

criterion levels. There area total of n/2 meaningful criterion levels

for an n-item test, since formula'(3) utiliies k,"the cut-off score

on a half-test. As criterion level, expressed as a traction, approaches

its meaningful limits of 2/n or 1, S generally tends toward 1, parti-

cularly for symmetric unimodal distribution's.

Relations with. other test indices

All results reported in this section are based"on simulated data and

are treated in more detail in a forthcoming report (Marshall, in.pFess).

1. There seems to be a fairly high correlation across test types between

a (i.e., KR-20) and (3, the mean value of $ over criterion levels.

2. There is little if any connection between $ and the index of efficiency,
ry

2
p
c

(Harris,'1972), except that for unimodal score distributions the

fluctuations of the two indices over criterion level jpeem to be oi6osite

in direction.

3. For criterion levels most likely to be used -In an actual test

from .6 to .9), S has a moderate correspondence with the phi eoefficient,\

when the phi coefficient is calculated from a four-fold contingency

.
table whose cells are the means of all possible split-half classifications,

under which conditions the phi coefficient canbetonstrued to,be a

single-administration index. Under these same conditions, phi is iden-

tical to Cohen's kappa when calculated. from the same table. This co-

efficient is in turn a close lower bound to themean of all possible

split-half kappa coefficients.

4. For tests yielding unimodal score distributions, $ seems to be

measuring much the same thing as does k2 (Livingston, 1972). For
tx .

11



a

10

these unimodal distributions, both S and k t2
x
have somewhat similar

ranges of values And patterns of fluctuation over criterion leVel.
(:2

However, and just as important, this close relationship does not hold

for bimodal distributions. The reason is that eis sensitive toOhas.

minima' over criterion levels, near) the mode(s) of the- score distil-

2
bution,whereasjc,tx is sensitive to (has minimum, over criterion levels,

110

at) the test mean. In a unimodal distribution the mead and mode are

usually proximate and the effect isthe same; this is, of course, not

generally i case for a bimodal score distribution Figure 1 shows the

fluctuations (over criterion level) of S and k
x

for a unimodal and a
t

bimodal distribuy.on, and shows the patterns described above.

Discussion

Although attention in this paper has been focused on criterion-

referenced tbsts, it should be pointed out that coefficient beta is

applicableany time that it makes sense to look at reliability as

consistency of classification or consistency of decision-making based

on scores from a measuring instrument,, provided that the decision is

based an some sort of cut-off point expressable as a percent of items

responded to in a certain manner.

A
Second, coefficient beta can be used as a took to helpa criterion-

referancefftest developer search for the cutting score which best sepa-

rates a population into two classifications. The procedure would be,

given the test score distribution on a,larke, repredentative sampliof.

the population, to calculate coefficient beta at all of the meaningful

12
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, A ..* X * M.t. .

CTiteriOn levils which fall within a.predetermined "acceptable" range

. - .. I % , .

yields-(e.g. L7,....1]), and then select that criterion level which yields
.

. .

.the highest coefficient:beta. p:,

ift

Third, mention should be made of the fact that if students respond

randomly to.the answers on a test, the resulting coefficientbeta would .

.**

not be zero, as might be expected with a traditipnal reliability measure.

In fact, depending on the number of items, the criterion level, and the

number of options :per item (assuming a muitiPlevhoice tieSt);;' coefficient

beta Coulctake one rather high value, possibly even 1. From a tradi-

tional test theory standpoint, this is disconcerting. Yet, looked at

from a CRT point of view, it is understandable: for if all examinees

respond randomly to a test, that is a clear indication that hey are

about.as.far from mastery as is passible; the high value o cgefficlent

beta is an indicant that the testis classifying them as such, and

A
reliably so. Nonetheless, a test constructer might want additional test

' tryout Information before passing judgment about; the instrument's

reliability, as would be the case in the construction of a NRT.'

Fourth, this paper has been concerned only with tests which result

in a dichotomous classification, whereas some commercial programs prefer

to have available a middle classification as well. It'is shown in the

appendix that coefficient beta can be extended to encompass such a

trichotomous classification situation.
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Definitions

S

Let

N = the number of examinees;

n =-the number of test items; ,

X = the pth person's- total score, p 1/...,N;

I 4A,1 `

c = the criterion level, expressed as affraction (d4ccg$1);

, .

k = the smallegt integer :-2.t hence the minimum-'
*

number of items in a half-test that must be answerdd

correctly to receiye a mastfiy classification on that
.

half-test,;, and'
- .

d

X X = the pth person's scores within the two half-tests,
1p' 2p a .

and hence 1, X + X = X .

1p e 2p p
n '

There are (n12) = D. possiblf split-halves of the n items, if
?

one consideFs each half to be labeled (i.e., for a two-item test the 40

split 1 / 2 is different - froth 2 / 1).-. For each fair oi. split--
t

-,

'

4

halves,/ construct a four-fold mastery (+) / nonmastery (-) contin-

gency table'

andbdefine..,.
A+D
N

4

For now,'only tests with an even number of items are considered.
.Tests with an odd number of items are dealt with later.

41(
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A-2

Then 8 is the mean of .P taken over all v possible test splits (s):

(A.1)

I,

1 41c-
' Ps

s=1
a

1.
+ bss

v s

VS
1 (EAS 4..'EDS)

Analysis of the coefficient

For any given' test, the set of,possible scores for an individual

is -(0,1,...,n}. For computational purposes, this is partitioned

into five subsets, one or more of which-may be empty for a, particular

n and k;,

S
1
= {0,.:.,k-1}

S2 =

= (2k-1}

S4 = (2k,...,n/2+k-1}

S
5 2

(1-1- +,...,n}.

(Note that k=1 implies S2 = ( ), and k = 3- implies S4 ( 1.)
ro

Then consider scores in each of the five subsets:

1. For X e

obtained no matt

necessarily be 1

contribute to D,

p
S .X

p
k. Thus mastery on a half-test-cannot be

er how the test is split, since both X
1p

and X
2p

must

ess than k. Hence all persons with f e S
1
will

.

p

as defined inthe contingency table ablOve, for all v

test splits. ,

18



2. For XR e S
2'

k .5 X
p

2k-2. Here some splits will contri-

bute to B or C (for example, Xp = k+1; Alp = k, X2p = 1) and some

will contribute to D (for'example, X = 2k-2; X
1p

= X
2p

m4 k-1).

1

The obvious question "Which splits?" becomes a problem of combina-
-,

torics. Since only A and D enter,into Equation A.1, one need not

be concerned with contributions to B and C. (These will be equally

divided among B and C because of the symmetry implied in "labelling"

the h'alves of the test.)

The que'tion then reduces to "For a score of X c S2, how many

D-categorizations will result?" This will happen when neither half-

test is mastered, i.e. when both X
1p

,X
2p

k-1.

.....1
'''.."

Define Xlp and '.4)(13-...", as vectors of 0 ' s and 1 ' s indicating '
'.,

4 '
incorrect/correct reSpdtes to items on each half-test. If dhe vector

has k-1 l's, the other has X -(k-1) 1's. Moreover, since X c S

P
p

S2

and hence X =5-.2k-2, itiollWs that X
P
-(k-1) r k-1. -Thus one is

4, CZ"-

interested only in those Oars of vectors in which the number,of l's

in each is between these two limits, namely X -(k-1).....S both X ,X
2p

k-1.

Moreover, since in the total score there are 4X l's, there are.
P A

.n-X 10's. In the half-scorer ifs there are j l's, there are 71/2 - j

0's. Thus, for,X
p

c S2, we can pick pairs of vectors which will

k, -1 ( X) n -

yield D-categorizations in j ni2 - ways.

j=X-(k-l)

3. FOr X
P
cS

3'
XP - 2k-1. Thus the most "balanced" split will

yield 'k l's in one vector and k-1 l's in the.other, indicating

mastery in the first case and nonmastery in the second. Other, less
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2. For X
p

e S2' k Xp 2k-2. Here some isplits will contri-

bute to B or .0 (for example, Xp = k+1; Xip= k, X2p - 1) and some

will contribute to D (for example, X =.2k-2; X
1p

= X
2p

=

` The obvious question "Which splits?" becomes a piebblem of combina-

torics. Since only A and D enter into Equation A.1, one need not
No

be concerned with contributions.ro B id C. (These will be equally

divided among 13, and C because of the symmetry implied in "labelling"

the halves of the test.

The question then reduces to "For a score of X e S
2'

how many

D-categorizatir willresult?" This will happen when neither half-
.

test is mastered, i.e. when both X
1p

,X
2p

1..S k-1.

-A _A.
Define,\ Xip and. X

2p
as vectors of 0's and l's indicating

incorrect/correct responses to items on each half-test. If one vector

',has k-1 l's, the, other has X -(k-1) l's. Moreover, since X c',S2

and hence X ,LIS 2k-2, it follows that X -(k-1):5 k-1. Thus one is

interested only in those pairs of vectors in which pe number of4'1's

in each is between these two limits, namely X -(k-1):5. both X ,X
2p

k-1.

Moreover, since in-the total score there are X l's, there are

1-X 0'.s. In the half-score, if there are j l's, there are
n
/2 - j

0's. Thus, for X e S2, we can pick pairs of vectors which will

k- 1 (X) n- X,
2:.yield D-categorizations in j n/2 - j ways,

./3

3. For XP e S
3'

X
P

= 2k-1. Thus the most "balanced" split will

yield k l's in one vector and k-/ l's in the other, indicating

mastery in the first case and nonmastery in the second. Other, less

20



1 ,

) `1
"balanced" splits will yield more extreme allocations of l's, resulting

in the same mastery/nonmastery classification. 'Thus, for all X c SS3,

no split contributes to A or D.

4. For X
p

c S
4'

2k X
p 2

+ k-1. This case is similar to that11

of S
2

. Some splits will contribute to B or C (for example, X
p

= 2k;

X
1p

= k+1, X
2p

= k-1) and some to A (for exa4mple, X = 2k; X
1p

= X
2p

=

Since Xp 1?-" 2k, it cannot be that both X
1p'

X
2p

k, and-hence there

Ekre no contributions to D. Again we ignore the contributions toll and

C, 'thiS time focusing attention on the contributions to A.

In this case, one needs to count those vectors such that both half--

tests are mastered, i.e. where both X
1p

,X
2p

1 k. If one half-test

vecAr has k l's, the other has X -k l's; But Xp c S4 implies

X :2:: 2k, which implies kris X A. Thus one is nterested only in those
P P

!

half-test vectors such that k...1. both X1p,X2p1 Xp-k. Using reasoning

identical to that of case S
2'

the total number of splits which will

X-k /X \ n-X
Xp E S4 is Li ) r1/2-1')contribute to A for

j=k

5. For X eiS X tw n/2 + k. This says that half the items5 ,
P \

plus.at least another k items are answered cortectly, and thus both

X ,X
2p

'It k no matter how the test is split. Hence all v splits

contribute to A.

The coefficient

The above analysis yields an equation for 0, the mean split-half

coefficient of agreement. For X in each of the five subsets, de-

fine the following functions 4i(X), i=1,...,5
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1. for 0:4 X =k-1 01 (X)

I

2. X 6 2k-2

3. X = 2k-1 03(X) = 0
..

X-k . (

4. t k - 4 . X 6 . : P
,k-1 01+ 0 0 2 (xi )(4-2-xi)/(n/2)

1/4

j=k

A-5

02(x) ' (n/2'i /n/2
k-1

/ / n -X N /1 N

'X -(k -1)

5. n/ ..6". X = n

Here, 41(X) is the proportion of splits which contribute to A or D for

a)iven score X.

Then Equation A.1 can be rewritten
,0

(A.2)

N
A 1 75-$ (X )

p=1 P

where the index i depends on the value of X . Hence 0 has range

[0,1]; it is 0 when all X
P

S3; 1 when all Xp S1 (j S
5

.

Although Equation A.2 sums up the analysis rather simply, it is

inefficient for computing purposed. A moreptficient method is to

generate a frequency distribution of total scores, and compute 0i(X)

only once for each possible value. In general, let fx be the fre-
n

quency of score X, X = 0,...,n , 2f = N. Then
X=0 x

1 -Nr-- fx.
i
(X) ,

X=0

where again the index i depends on the value of X.
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More explicitly, since for same values of X, 41(R) P. 0 or.1,
4

+k- 416 n

N 1, x Xr1k X Xa a
+ f 4

11

)9(X) +
i

f 44(X) +- 1x
4-k

2k4 -4k-1

N
f
x

+ f
x

4)12(R-(k-l] , k=1) + f .;4)1(k,X-k) +
)(=0 x.rak x x K14k

where n X

b (2;) (ni"--J)
(Px(a,b)

juma (n7;)

Adjustment for odd n
Nu'

For an odd number of,items, a test split is defined as resulting

when one item is deleted and,the remaining items are divided into two
41.

1-
sets, each containing items. In this case, k is

-

the smallest

integer. >
c(n-l)

. The item deleted may be chosen in n ways, each
2

yielding a distinct set of n-1 items to be split. Hence there are

n ((nn-1 possible split halves if one again considers each half to

'be labeled.

i

For person p, with total score X
P'

the response vector X
P

has

X
P

l's and n-X
1)

0's. Thus for person p, X
P
ofAhe n possible

.,
-

.

choices of the deleted item will result.in a set of n-1 items con-

taining X
P
-1 l's, and n-X

P w
choices will result in a set containing

fr



A-7 .

X l's. Thus the contribution toscoefficient p for person p, rather
p

than (Xp) will be _XT Oi (Xp--1) +
n X

p, 01. (Xp) and hence, taking
n n

1
the Mean over persons, = [X- cf> (i

P

4) + (n-X
P
)-4) (X

P
)1 .

nN
p=1 P

As before, it is necessary to compute yX) only once for Bath possible

value' of X.

Ao.
But also as before, the computation is more efficient if we utilize

the frequency distribution of'total scores. Recall that for a score

of Xp on n (odd) items, for n -Xp choices of the item deleted the

total score on n-1 items will remaifi at X , and for X ' choices the

total score on n-1 items will be reduced to X -1. The.effect is

tha't of a.transformation, t a , on the set of total scores. In symbols,

n X
X --- i X in of ehe cases;

X
X X-1 in

71
- of the cases, and hence

X+1
X+1

X in of the cases.

Hence, a total score of X is arrived at with frequency

g(X)
X

x n

X+1 f1 . (Note that, since ,S114.
1

0,

n 6-1
n-n n+1 r

= 0, and therefore :Eg(X) = 72: g(X).
n n n+1

X=0 X=0
n-1 n

Furthermore, it is easily shown that ;E: g(X) = :Elf
x
.) Thus,

X=0 X=0

taking the mean over the transformed frequency distribution of total

scores, coefficient beta is
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1
n-1

g (X). spi (X)

X=0

n -1
cz-- f 21t1 f. A txN

11 n x n x+li '

) A-8

where once again the index i debends on the value of X. Thus, in

practice, the, computation of S is identical for the cases of evenand

odd n, except that in the latter case one first performs an additional

step, replacing T
x

by
(n-X)f

x
+ (X+1)fx+

1 for X ='0,1,...,n-Y1

n

and then using n -1 in place of n in the computations of k and Oi(X).

Coefficient beta and trichotomous data

The authors of,some commercial instructional programs, such as

Developing Mathematical Processes (DMP Staff, 1974), contend that

mastery/nonmastery Alone is not a sufficient categorization of test

results, and that more valuable information and more appropriate teacher

options become available if the test result data are trichotomized.

Coefficient beta, as outlined above, is clearly not sensitive t(such

a trichotomization sceme.

The trichotomous coefficient of agreement in such a situation would

be equal to

P a
A+E+I

N' '

based oft the table

* -

*

A B C

D E F

.11 I

N
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a

Where the symbols +, *, - stand for the three catIggorizationk If

A- 9

a coefficient analogous to g were to be applicable to this sort of
F

v A + E + I ,
1

set-up, it shoad-he equal to - s f ar- the mean split-

s =1

half! trichotomous coefficient of agreement.

As it, turns out, such a coefficient canibe derived, although the

derivation is not presented here. The a alysis ,of this coefficient,

a1thetigh more complex in places than'that fo a, is essentially parallel

to that presented

into five subsets,

coefficient 8, k

earlier. Instad of partitioning the set {0,...,0

one partitiOgt it into seven. Recall 'that for

is the m4himum number of items on a half-test that
0

musebe answered correetlyAn order to receive a mastery classification.

If, gor trichotomized data, one in addition lets A be the minimum num-

ber 14 itemson-the hitlfrtest that must be answered correctly in order
. .

.
. .

toreoeive the mike classification, then the seven subsets of {0,...,0,
...m

together with ttOir corresponding values of 01.00, 1,...,7 , are
74-

.:-

02{X) /XI / n-X

/ n\

j (n/2- VV2)
j=X-(A -1)

U2 ) / nk
04(x) - :%

n/2--1/
f-u,

0,(x) . 0

X-k

'

n-X

0600 ' ( j n/2_i
j -k
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where- 0 <t<k< n

u = max(t, X[k-1]) ,

and u2 = mink -1,

Note that 2. = 1 implies db" and k = -L21 implies S6 =
2

As before, the computation is made more efficient by utilizing the

# frequency distribution of total scores, and hence a formilaforthe039

mean split -half trichotomous coefficient of agreement, is

n- f.
= Yf.6 (X).

N x.10 x i \
(

Since 6iC10, is 0,'or 1 in four of the seven cases, this can be more

explicitly rewritten

x X=2

1-1
8
3 N

= 1

X=0 2,

2-- f +
: 2t -2

X=
f 6.(X -[2. -1/, St -1) + 72: f3 4) ((u ,,,u2.)r

2,

2k-2

..------- k
J

.may. '':-' ,'''

k-1
''....-.....4.

2

2F f3; (Px(k'- X-k) +
fx ,

n
X=2k. X= -

2
+k

51,

where

4)x(a3)

bC) 6172 -:j

x
)

2 n

j=a (n/2)

and u
1

and u
2

are as above.

The trichotomous coefficient incorp6rates the same adjustments

for an odd number of items ksdoes the dichotomous coefficient, ex-

eept that ii-01 is used in 'calculating 2. as well as k And 61(X) .
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A-11

Note that if the test is multiple choice, the lower of the two

criterion levels should not-be set-near the percent of items,whic

should be answered correctly due to chance, as this-would result in
0 1

unreIt4blekclassification decisions between the lower two categories.

In this case, if there are a significant number of nonmasters.in the

population, the value of 83 would tend to be rather low, as would be

expected.

.4

0

40.
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